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IXPs — Challenges

» Steady growth of traffic volumes
— Disproportionately high CAPEX

* Arcane interconnection model
— Static: long time frames, e.g. month, years
— Myopic: limited topological visibility
— Control-plane / reachability centric

 Limited number of value-added services
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Silver Bullet SDN?




Concrete Benefits of an Software Defined
Exchange (SDX)
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Inter-domain Networking Innovation on Steroids:
Empowering IXPs with SDN

SDN USE CASES FOR SERVICE PROVIDER NETWORKS

Steroids: Empowering IXPs Wlth
SDN Capabilities
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The authors give a com-
prehensive overview of
use cases for SDN at IXPs,
which leverage the supe-
rior vantage point of an
IXP to introduce advanced
features like load balanc-
ing and DDoS mitigation.
They discuss the benefits
of SDN solutions by
analyzing realworld data
from one of the largest
IXPs. They also leverage
insights into IXP opera-
tions to shape benefits
not only for members but

ABSTRACT

While innovation in inter-domain routing has
remained stagnant for over a decade, Internet
exchange points (IXPs) are consolidating their
role as economically advantageous intercon-
nection points for reducing path latencies and
exchanging ever increasing amounts of traffic.
As such, IXPs appear as a natural place to fos-
ter network innovation and assess the benefits
of SDN, a recent technological trend that has
already boosted innovation within data center
networks. In this article, we give a comprehensive
overview of use cases for SDN at IXPs, which
leverage the superior vantage point of an IXP to
introduce advanced features like load balancing
and DDoS mitigation. We discuss the benefits
of SDN solutions by analyzing real-world data
from one of the largest IXPs We also leverage

able through more than 350 existing IXPs [1].
The largest IXPs interconnect hundreds of ASs
and carry traffic volumes comparable to those of
Tier 1 transit providers [2].

Over a decade of work has gone into pro-
posing modifications to the BGP routing control
plane to improve its security, and make it easier
to manage and troubleshoot [3]. As these pro-
posals require substantial global changes in BGP,
unfortunately there has been no significant adop-
tion. As such, inter-domain routing still suffers
from well-known shortcomings of BGP such as
its coarse-grained control of traffic based on just
destination IP prefixes, and indirect control of
how remote networks forward traffic.

As others have argued [4], we also deem IXPs
an ideal place to spur innovation in the Internet
ecosystem. First, IXPs are convergence points
for a large number of ASs Any 1mprovement
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SDX Use Case — Loadbalancing

* Imperfect load balancing?
* More dynamic way to swap traffic
* Enable fine-grained routing policies
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Port Load Balancing — Current Work

+ Extended the SDX pipeline with a table designed for load
balancing

cookie=0x7f, duration=227.748s, table=4, n_packets=268, n bytes=48153,
priority=10,ip,nw_src=0.0.0.0/0. 0.0.1 ,nw_dst=0.0.0.0/0.0. 0.7 actlons—wnte ~metadata:0x30/0x{ftffttf,goto table:5

cookie=0x7e, duration=227.748s, table=4, n_packets=979, n_bytes=33917,
priority=1 O,ip,nw_src=0.0.0. 1/0.0.0.1 ,nw_dst=0.0.0.0/ 0.0.0.1 actions=write_metadata:Ox20/ Oxfttftttt,goto table:5

» Basic load balancing scheme based on byte masking on |P

SRC and DST
— More sophisticated load balancing in future work



Port Load Balancing — Example

Port Bytes Inbound
30 Mbps

25 Mbps

/
20 Mbps
15 Mbps
10 Mbps
0 bps — .

09:13:00 09:13:30 09:14:00 09:14:30 09:15:00 09:15:30 09:16:00 09:16:30 09:17:30 09:18:00 09:18:30

traffic a to b (core 1) == traffic b to ¢ (core 2) == traffic a to ¢ (core 3) traffic a to ¢ (core 4)

Utilization

-
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core1 ==core2 ==core3 core 4




SDX Use Case — Advanced Blackholing

Today’s routers can announce:

Next Hop:
IP BH

» Blackhole traffic for IP D from peer {A, all}

-

In an SDX future they can:

Next Hop:
IP BH

Rate limit from
source IPD

All traffic for
port X

All traffic from
source IPD

-/ w/

— Blackhole traffic for IP D from peer {A, all}
— Blackhole traffic for {port X, IP D, source IP D, ....} from peer {A, all}
- Rate limit traffic for {port X, IP D, source IP D, ....} from peer {A, all}

-



Advanced Blackholing — Current Work

 Allow the participants to install fine grained blackholing
policies
— L2: src MAC address
— L3: src/ dst IP address
— L4: src / dst port number

* Dynamic updates of blackholing policies possible at run time

* Visualize forwarded and dropped traffic with Grafana



Advanced Blackholing — Example

Blackholing Policy

Blackhole Traffic (Sum)

150 MBps )

8 100 MBps
2 p:
o

0 Bps
15:10 15:11 15:12 15:13

== Drop Rule - Participant A (Sum) == Drop Rule - Participant B Drop Rule (Sum)

Port Statistics (Sum)

p Port A+B —In (Sum)

200 MBps

100 MBps
50 MBps

0 Bps
15:10

== Port A+B-In (Sum) == Port C-Out



SDX Use Case - Port-based Congestion Reporting

» High imbalance of o _
number and bandwith of
ports
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SDX Use Case - Also CAPEX Reduction?

Typical (Scale-Up) router Scale-Out router

OpenFlow Controller and
Scale-Out Router Application
(VMs on COTS servers)

Control —

Service cards

Leaf switches

Backplane i
p — o [ . Spine (L2 switch)

S OpenFlow switches

Line cards

Credits: http://noviflow.com/solutions/scale-out-routers/



Limitations of SDN capable hardware

* Number on available ports (port density)
» Single table capability
— Hard to scale with just a single table
* Limit number of TCAM entries
— Typically in the order of 1000 — 2000
— Up to 1 Mio. entries available leveraging DRAM
* Don't trust a barrier reply

— Inconsistent states between management CPU and ASIC /
Forwarding hardware

— More complex to gather data plane forwarding state



Future SDX Challenges

1. Build reliable software ‘<[>

2. SDN capable hardware at scale Q"

3. Alot of testing
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