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The ATLAS Experiment 

•  3500 People 
•  37 countries 

•  7000 ton detector 
•  80 Terabytes/s data output 
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Network Infrastructure 
~ 160Gbytes/sec 

~ 5 Gbytes/sec 
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Network Infrastructure 

~ 7Gbytes/sec 

~ 400 Mbytes/sec 

~ 5 Gbytes/sec 

~ 160Gbytes/sec 
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Network Infrastructure 
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Network Infrastructure 

8500 ports 
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Demanding customers! 
•  Network dimensioned to meet ‘requirements’ 

•  Maximum average link occupancy <60% 

•  Should mean peace of mind for Network Support 

•  Actually seen as a challenge by physicists  

60% occupancy means 40% for free!  

–   Turn it up until something breaks 

Monitor EVERYTHING 



What is out there? 
CA SPECTRUM 

 Great for tracking component failures 
 Much less great for accessing polled data 
 Report gateway limits 
     5 min polling of 120 switches and 2k hosts 
 No support for < 5 minute polling intervals 

Polling drops 
Deadlines to meet 

 Wrote own polling engine 
 APOLL 

Fast and reliable 
      Writes to in-ram db 

       and RRD files 
 Solved the bug 

Reconsider our options 



Spectrum  Best for failure alarms, solid archiving 
Cacti  Good for visualising single plot RRD data 

  No plot aggregation, 
  Can’t handle non RRD, or sFlow 
  Can’t use with external discovery 

SPINE  Part of Cacti: Stable and fast poller 
Also going to need  
Nagios  Great for collecting host CPU stats 

  Poor plot visualisation 
sFlow Collector Our own development 
PVSS  For environmental stats (Inherited) 

How to pull it all together?? 
 Would like:    One stop shopping  
 Don’t Want:   Multiple interfaces to learn and train 

What else is out there? 
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System Visualisation 1: Spectrum 

Any display will have scaling issues 
Need data management flexibility  
  - take advantage of grouping 
  - by affiliation 
  - by network 
Need traffic data to be displayed 
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System Visualisation 2: GUESS 

Can zoom and pan 

Traffic overlaid on the 
connectivity. 

No hosts, only switches 
Autoplacementdifferent 

for each discovery 

Added semi automatic 
placement  

Sets and keeps the 
architecture 

See the whole picture 
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Atlas Users Network Panel 

For operators 
we provide a 
summary of 
status per 
application 
set. 



THE ATLAS NETWORK 

Net-IS Net-RT Net-Panel 
OneClick 

SPECTRUM 
CA 

SNMP 
POLLING 

TOPOLOGY 
DISCOVERY 

o  2D overview 
o  3D navigation 
o  Web & PDF report 

o Timeseries plots 
o sFlow stats 
o  Plot aggregation 

CDB 

•  Topology 
•  Statistics 
•  RRD set 
• sFlow  DB 

SYNC & 
CROSS-
CHECKS 

PVSS 
sFlow 
Nagios 

etc 
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Wake Up Call 

What to do when environmental’s go wrong. 
Have a TESTED fail-safe plan 

Room Ambient 
Inside the racks 



Post -Mortem 
Fiber connections  they are the first to fail 
Host Bios Cycle skipping / thermal limits suppressed 
Host Bios Fan controls suppressed to protect discs 
Routers  PSU’s/Fans went before auto protect 
UPS      Mission creep? Need uninterruptible cooling! 
SMS       Need meaningful short messages 

Provided separate tap water supply 
Scheduled progressive rack shut down: must be fast 
Ensured environmentals go into monitoring. 



Network Browser: System Summary 



Seeing the hosts: Aggregation 
Every tool can produce a single plot. 
Usually auto-scaled. We are interested 
in traffic of course, 

 but also load as % of capacity 

 and of course discards 

  And would love to see  
  any of them for a whole 
  set of peers 
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Network Browser: Link Aggregates 



Network Browser: sFlow 



Network Browser: NAGIOS 



Network Browser: Environmental 
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Dynamic pages with real time traffic  

Connections and traffic 
per switch port. 
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2D Display Limitations 
GUESS display good for switch to switch traffic 
Can’t incorporate host details - - -overwhelming 
The Browser gives all the host details 

BUT I WANT: 
- all the detail when something goes wrong 
- to see the neighbours of a problem node 
- a system wide view for visual correlation 
- different detail depending on my viewpoint  
- fly-through, and navigation and visible errors 
  and pop ups and reports… 

I want GOOGLE Earth for my network. 
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3D Display 

Google Earth as inspiration 
Variable detail as a function of 
viewing distance 

Variable viewing angles  
Intuitive navigation 

Unfortunately Google didn’t 
cope with our dynamic update 
requirements 

So we went looking for display 
software that does. 

X3D (enhanced VRML) 
Octaga Player 
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3D Top Level View 
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3D Top Level View 
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Detail of Statistics Windows 
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Distance Sensitive Detail 
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Conclusions 
•  Total system coverage for ~3K nodes with ~8K ports 
•  Advanced network browsing 
•  Affiliated and agglomerated plotting 
•  Full detail down to processor level 
•  Automated detection for system wide traffic / error thresholds 
•  Visual intuitive feedback for system diagnosis and monitoring 
•  2 and 3 dimensional displays 

Future work 
•  Rules based expert system 
•  Application centric view of network (not connection centric) 

And to finish we have a fly-through of the 3D network display 


