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Goal of This BOF

 Present two recently developed BGP analysis tools
 LinkRank

 BGP::Inspect

 Provide an overview and hands-on demonstration
 How to use them

 How useful they may be (though a couple case studies)

 Seek your feedback
 Tool designers want to provide relevant tools

 Your input will help guide future direction



Why more tools?

 Large amounts of data are available regarding BGP
performance

 Need to extract relevant information from the haystack,
easily and quickly:
 Efficient visualization methods can help us understand what is

happening

 Efficient query/data extraction tools can help us focus on
specific bits of relevant data

 Common concerns for researchers and providers

 Existing tools include: BGPlay, RIPE Tools, etc.

 Tools need to be relevant to be used, and need feedback
from users to be relevant, hence this BoF!



A Rough Sketch of Basic Functions

 Link Rank: a
visualization tool to show
 Where BGP routing

changes are happening
 What is the magnitude of

the changes
 Can take as input either

RouteViews or your own
BGP logs

 BGP::Inspect: a
routeviews data analysis
tool to:
 Examine specific

AS/Prefix information

 Examine various “global”
top20 lists

 Not just data, information

The two tool sets compliment each other in multiple ways

(Will show you how to use both and you can judge for yourself)



Using Link-Rank forUsing Link-Rank for
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Mohit LadMohit Lad
UCLAUCLA

mohitmohit@@cscs..uclaucla..eduedu

  Dan Massey
Colorado State 
   University

Yiguo Wu
 UCLA

Lixia Zhang
    UCLA

Nanog-34 BOF



ObjectivesObjectives
 What does Link-Rank visualize?What does Link-Rank visualize?
 Demo and try the new pre-release version 0.8Demo and try the new pre-release version 0.8
 Hands on: How to start using the tool?Hands on: How to start using the tool?

 In the next 15-20 minutes !In the next 15-20 minutes !
 Analyze case studies together.Analyze case studies together.
 FeedbackFeedback

 Improving the toolImproving the tool
 Deploying to visualize your own routing dynamicsDeploying to visualize your own routing dynamics

Java Virtual Machine required to visualize !



Part IPart I
IntroductionIntroduction



Current SetupCurrent Setup



What a client seesWhat a client sees……

Controls

Rank-Change
Graph

Activity Slider

Visualization
Options



Rank-Change GraphRank-Change Graph
Monitored peer

Old
path

New
path

Number of 
prefixes lost
on this link



Activity PlotActivity Plot

Sum of all the gains = 508
Sum of all the losses = -369

508

369

At any time, the activity bars indicate the total
rank gains and the total rank losses.



Part IIPart II
Identifying and InvestigatingIdentifying and Investigating

ProblemsProblems



Activity: Zooming InActivity: Zooming In
12.0.1.63 [Jan-01-2005, May-05-2005] (125 day span)

12.0.1.63 [Mar-01-2005, Apr-04-2005] (35 day span)

12.0.1.63 [Mar-30-2005]



Identifying what is going on?Identifying what is going on?

12.0.1.63 [Mar-01-2005, Apr-04-2005] (35 day span)

Give me a summary 
of what happened here?



First Look at Rank-change graphFirst Look at Rank-change graph



Drilling downDrilling down



Repeat untilRepeat until……



Part IIIPart III
Assembling Multiple ViewsAssembling Multiple Views



View from AS 16150View from AS 16150



Assembled View:Assembled View:
AS 16150 and AS 6939AS 16150 and AS 6939



Summary So far Summary So far ……

 Activity-plots [high level summary plot]Activity-plots [high level summary plot]
 Rank-change graphRank-change graph
 Assembled Rank-change graphAssembled Rank-change graph



Link-Rank Web ServicesLink-Rank Web Services
http://http://linkranklinkrank..cscs..uclaucla..eduedu

 Updated Link-Rank data for Updated Link-Rank data for RouteViewsRouteViews
Oregon collector. (Jan 1, 2004 to present)Oregon collector. (Jan 1, 2004 to present)
 Plan to expand to other collectors.Plan to expand to other collectors.

 Updated Activity graphs for monitoredUpdated Activity graphs for monitored
peers of Oregon over 7 days.peers of Oregon over 7 days.

 On-demand activity plot generator for anyOn-demand activity plot generator for any
monitored peer of Oregon at monitored peer of Oregon at RouteViewsRouteViews..



Link-Rank at your ISP: Option 0Link-Rank at your ISP: Option 0
Download from
linkrank.cs.ucla.edu

Data updated daily



Link-Rank at your ISP: Option 1Link-Rank at your ISP: Option 1

Download from
linkrank.cs.ucla.edu

Download server from
linkrank.cs.ucla.edu
(within 1 month)



Link-Rank at your ISP: Option 2Link-Rank at your ISP: Option 2
Download from
linkrank.cs.ucla.edu

Download server from
linkrank.cs.ucla.edu
(within 1 month)



Part IV:Part IV:
Lets get our hands dirtyLets get our hands dirty



Start: Activity GraphsStart: Activity Graphs

Typical Activity Graph

144.228.241.81 [Apr-29-2005, May-05-2005] (7 day span)

203.62.252.26 [Apr-29-2005, May-05-2005] (7 day span)

Cause for concern !



The Link-Rank clientThe Link-Rank client

 Free Download (Open source)Free Download (Open source)
 System Requirements:System Requirements:

 Java Virtual MachineJava Virtual Machine
 Recommended:Recommended:

 At least 256 MB memory, higher the better.At least 256 MB memory, higher the better.
 User Guide (Version 0.7 beta)User Guide (Version 0.7 beta)

 http://http://linkranklinkrank..cscs..uclaucla..eduedu//userquideuserquide//



Setup and First RunSetup and First Run

 Create a new directory for the client.Create a new directory for the client.
 Download Download LinkRankLinkRank.jar and.jar and Config Config.txt.txt

from:from:
 http://http://linkranklinkrank..cscs..uclaucla..eduedu//newClientnewClient//

 Running the ClientRunning the Client
 Double click on Double click on LinkRankLinkRank.jar.jar

oror
 From command line:From command line:

java -jar java -jar LinkRankLinkRank.jar.jar



Configuring the ClientConfiguring the Client
Select Configuration from 
Options menu

Server providing data

Server port to connect

Local data directory

Explained later….



Selecting data to viewSelecting data to view
1. Select Data Management
2. Server contacted and data-tree

loaded. 

Data range

Type in partial IP for match

IPs available for 
given data range



Generating Rank-ChangeGenerating Rank-Change
GraphsGraphs

Start and end time for visualization

Select one or more observation
Points for visualization

Select multiple points and click here
To assemble all views into one graph.

Click on Preview Activity or graph



Rank-Change graphRank-Change graph

Drill down
On this interval



Rank-Change graphRank-Change graph

Set animation
width to 100



Summary InformationSummary Information

 WebsiteWebsite
 http://linkrank.cs.ucla.eduhttp://linkrank.cs.ucla.edu

 New Client linkNew Client link
 To be released soon.To be released soon.
 Preliminary version atPreliminary version at

 http://http://linkranklinkrank.cs.ucla.edu/newClient/.cs.ucla.edu/newClient/
 Email for any questions, comments orEmail for any questions, comments or

feedbackfeedback
 linkrankhelplinkrankhelp@cs.ucla.@cs.ucla.eduedu



Tools and Techniques for the
Analysis of Large Scale BGP

Datasets

Manish Karir, Larry Blunk (Merit)
Dion Blazakis, John Baras (UMd)



The Problem
• Large amounts of data are now, or soon will be available:

– RouteViews, RIPE Archives, PREDICT, etc
• The problem is no longer access to raw data but how to extract

useful information from the raw data
• Need tools that can:

– Scale to large input datasets
– Provide useful data summarizations
– Are easy to use
– Provide useful information

• BGP::Inspect
– Goal is to attempt to make it easier to use raw data from archives such

as RouteViews, by pre-processing, reformatting and indexing the data



Outline

• BGP::Inspect and BGPdb
– Architecture, Techniques, Algorithms

• BGP::Inspect Interface
– Basic queries, Global Summarizations
– Detailed specific queries, AS/Prefix

• Case Study 1 – The AS9121 Incident
• Case Study 2 – Prefix Hijacking Example
• Conclusions, Future Work and Discussion



BGP::Inspect
• Analyzing MRT Data:

– Large volumes of data ~RV-66G compressed
– Extracting useful information requires writing custom

parsers even for basic information
– Lots and lots of redundancy

• Approach:
– Preprocess RouteViews data
– Remove redundancy as much as possible
– Use data compression to the extent possible
– Build efficient indices to help queries
– Pre-compute and store commonly used statistics at data

load time not at query time
– Build easy to use interface



BGPdb

• BGPdb is the core of the BGP::Inspect
system

• BGPdb represents the pre-processed
database, which is queried by the
BGP::Inspect interface

• Provides some useful techniques that maybe
applied to processing other large datasets
not just BGP datasets



BGPdb – Techniques and
Algorithms

• Removing redundancy from BGP datasets
– ASPATH, COMMUNITY, UPDATE Msgs are repeated over and

over, only time changes
• Compressed-Chunked Files

– Compromise between size and usability
• B+ Tree indices

– Indexing based on time, this enables fast time-range queries
• Caching while processing input datasets

– Messages are repetitive, so keep cache of previous processing for
speedup



BGPdb – System Architecture



BGP::Inspect
BGP::Inspect – Beta v0.2
http://weasel.merit.edu:8080

Dataset: Jan1- March31 2005

• Example queries (per peer, 1,7,30 days):
•Most active AS’s
•Most active prefixes
•Prefixes with most OriginAS changes

•Raw Data Analysis(per peer)
•Prefix/AS, Time Range
•Uniques prefixes by AS
•OriginAS changes for a prefix
•Time to run query
•More specific prefixes announced



BGP::Inspect Interface



Global Queries – Most Active
ASes



Global Queries: Most OriginAS Changes



Raw Data Analysis – AS Query



Raw Data Analysis – Prefix query



Case Study 1 – AS9121 Incident
• At ~09:19 UTC on Dec 24,

2004, AS9121 began re-
originating a large number
of globally routed prefixes

• Forensics:
– What happened?
– Who did it?
– Could there have been

some early detection?
– How widespread was it?



Step 1: What…

1 2

3

4

5



Step 1.5: Hmm…interesting…

Dec 22, 23

Dec 24



Step 2: Was I affected?/Should I
care?



Step 3: Where…

Sprint - Yes

Level 3 - No
AOL - Yes

GLBX - No



Step 4: How widespread…

Level 3

AOL



Step 4: How widespread…

Sprint GLBX



Step 5: How long…

022-23

1521-22

22920-21

449619-20

17218-19

5417-18

9216-17

3415-16

15914-15

19613-14

5612-13

80411-12

5610-11

460409-10

008-09

007-08

Unique Prefixes
Announced by 9121

as seen by Sprint

Time

Primary Event

Secondary Event



Case Study 2 – Prefix Hijack Incident
• Incident: On Feb 10th,

AS2586, announces
207.75.135.0/24, which is
part of Merit’s CIDR block
207.72.0.0/14

• Trouble ticket filed, bogus
announcement withdrawn by
AS2586 by Feb 10th, 19:22hrs

• How do we find out what
happened?

• Could there have been
automated detection?

• What was the impact, how
widespread was it?

1
2

3

4

5



Step 1 – Finding out what happened…



1 2

3

4

5

Step 2 – Who, why…



Step 3 – where…

Level 3

AOL

Sprint

Global X



Conclusions and Future Work
• There is a need to build efficient tools that help extract useful information from

large BGP datasets
• BGP::Inspect is currently available to the network operator and research

communities and feedback is appreciated
• Aside from BGP::Inspect we have presented some basic techniques such as

chunked-compressed files, B+ Tree indexing, data redundancy elimination, and
caching that can be applied by other data mining tools to help analyze other large
datasets as well.

• The goal is not just to provide access to the data, but to try to provider useful data
summaries as well, that can help researchers and network operators quickly identify
potentially “interesting” events. Top20 lists are a good way to bring potentially
interesting things to the attention of people.

• Tools need to be useful before they can be used, and in order to be useful, feedback
from potential users is critical.

• BGP data analysis need not be hard/painful/tedious, that’s what tools are for!
• Where do we go from here, so we have basic capabilities what about:

– Automated anomaly detection, notification, same tool?, different tool?
– More scalability,? What are the limits?
– What are more useful queries? What book-keeping do we need to track those?


