£

s Los Alamos

NATIONA

Achieving Record Speed Trans-
Atlantic End-to-end TCP Throughput

Les Cottrell — S AC

Prepared for the NANOG meeting, Salt Lake City, June 2003
http://www.dl ac.stanford.edu/qgrp/scs/net/tal k/nanog-jun03.html

; /-
Partially funded by DOE/MICS Field Work Proposal on 1EPM
F Internet End-to-end Performance Monitoring (IEPM), by the (egc A, C AL EALS

SciDAC base program.




Qutline

Breaking the Internet2 Land Speed Record

— Not be confused with:

» Rocket-powered dled travels about 6,400 mph to break 1982
world land speed record, San Francisco Chronicle May 1, 2003

Who did it

What was done

low was It done?

What was special about this anyway?
Who needs t?

So what’ s next?

Where do | find out more?
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What was done”?

e Setanew Internet2 TCP land speed record,
10,619 Thit-meters/sec

— (see http://Isr.internet2.edu/) WorLo RecoRo

6.800 miles

e With 10 streams achieved 8. 6Gbps across US ‘ 123 megaiMpm

B.7 gigabytes in 58 seconds

« Beat the Gbpslimit for a oneTeayerase
single TCP stream acr oss mg@a“

the Atlantic —transferred
a TBytein an hour EReEEaEEd
When From | To Bottlee (MTU |Strea| TCP |Thru-
neck ms put
Nov’'02 |Amste | Sunny- |1 Gbps [9000B |1 Stand 923
(SCO2) |rdam |vae ard Mbps
Nov'02 |Bdlti- | Sunny- |10 1500 10 FAST |8.6
(SC02) |more |vae Gbps Gbps
Feb ‘03 | Sunny | Geneva | 2.5 o000B |1 Stand |2.38
-vale Gbps ard Gbps




How WaS|t done: Typl cal testbed

= §= 12*2cp
B servers
_._ 4 disk

serverF— 6 !:ﬁ!fﬁ! 3
4disk ¢ 6 4 1 QC192/POS
serversTS T | [0 | (10Gbits/s)
ST:"?HLIGHT TERAGRID
Chicago |g
DatalAGl BEXNEr
(EU+US) (bottleneck)
6™ 2cpu g
servers & 0
9
> 10 000 km "'Gv A

Sunnyvale sectloﬁ
first deployed for
SC2002 (Nov 02)



» CPU Disk se

— Pentium 4 (Xeon) with 2.4GHz cpu

» For GE used Syskonnect NIC
e For 10GE used Intel NIC

— Linux 2.4.19 or 20
. Routers

& 1 and 10GE server interfaces
(loaned, list > $1M)

— Cisco 760x
— Juniper T640 (Chicago)

e Level(3) OC192/POS fibers &
(loaned SNV -CHI monthly lease Nofe bootees
cost ~ $220K)



Challenges

PCI bus limitations (66MHz * 64 bit = 4.2Gbits/s at best)
At 2.5Gbits/'s and 180msec RTT requires 120M Byte window

Some tools (e.g. bbcp) will not allow a large enough window — (bbcp
limited to 2M Bytes)

Slow start problem at 1Gbits/s takes about 5-6 secsfor 180msec link,

— 1.e. If want 90% of measurement in stable (non sow start), need
to measure for 60 secs

— need to ship >700MBytes at 1Gbits/s

After aloss it can take over an Sunnyvale-Geneva,

—1500Ryte MTU, stock TC
hour for StOCk TCP (Reno) to 5t1:u:k.tl{{|=1ﬂ{rl]l{ln(\k HE
recover to maximum throughput oo
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I s00 1000



What was special? 1/2
» End-to-end application-to-application, single and multi-
streams (not just internal backbone aggregate speeds)
e TCP has not run out of stream yet, scales from modem

speeds into multi-Ghits/s region
— TCP well understood, mature, many good features. reliability etc.

— Friendly on shared networks
 New TCP stacks only need to be deployed at sender
— Often just afew data sources, many destinations
— No modifications to backbone routers etc
— No need for jJumbo frames
o Used Commercial Off The Shelf (COTS) hardware and
software



What was Special 2/2

» Raisethe bar on expectations for applications and
USErS
— Some applications can use Internet backbone speeds

— Provide planning information

* The network islooking less like a bottleneck and
more like a catalyst/enabler

— Reduce need to colocate data and cpu

— No longer ship literally truck or plane loads of data
around the world Fed

— Worldwide collaborations or people Working with large
amounts of data become increasingly possible




Who needsit?

N _.':- ._
HENP — current driver @@ : PP [;-.G

— Multi-hundreds Mbits/s and Multi TByte files/day transferred across
Atlantic today
 SLAC BaBar experiment already has almost a PByte stored

— Thits/s and ExaBytes (10'8) stored in a decade

Data intensive science:

— Astrophysics, Global weather, Bioinformatics, Fusion,
seismology...

|ndustries such as aero

Future:
— Mediadistribution :
* Ghitys=2 full length DV D movies/minute Z””/ﬁ

» 2.36Ghits/sis equivalent to ,,’
— Transferring afull CD in 2.3 seconds (i.e. 1565 CDs/hour) Q!/

— Transferring 200 full length DV D moviesin one hour
(i.e. 1 DVD in 18 seconds)

» Will sharing movies be like sharing music today?
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ESnet Monthly Accepted Traffic

When will It havean -p=
impact =1

ESnet traffic doubling/year since 1990 oall |

SLAC capacity increasing by 90%/year since T
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| mpact
J Caught technical Press QbC RADIO NETWORKS
attention =

america listens to abc

— On TechTV and ABC Radio

— Reported in places such as
CNN, the BBC, Times of
India, Wired, Nature

— Reported in English,

Spanish, Portuguese, French,
Dutch, Japanese

-ﬁjumsm:m*
\ we [ NETWOR

¢« InfoWorld

THE TIMES OF INDIA
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What’ s next?
Break 2.5Gbits/s limit

Disk-to-disk throughput & useful applications

— Need faster cpus (extra 60% MHz/Mbits/'s over TCP for disk to
disk), understand how to use multi-processors

Evaluate new stacks with real-world links, and other

equipment

— Other NICs

— Response to congestion, pathologies

— Fairnesss

— Deploy for some mgor (e.g. HENP/Grid) customer applications

Understand how to make 10GE NICswork well with 1500B
MTUSs

Move from “hero” demonstrationsto commonplace N



Mor e | nformation
 Internet2 Land Speed Record Publicity
— www-lepm.slac.stanford.edu/I st/
— www-lepm.slac.stanford.edu/lsr2/
e 10GE tests

— www-iepm.slac.stanford.edu/monitoring/bul k/10ge/
— sravot.home.cern.ch/sravot/Networking/10GbE/10GbE _test.html
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