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Observation and Analysis of
BGP Behavior Under Stress

— A Study of BGP’s Reaction to the Nimda Worm Attack
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Problem Statement

Investigate BGP behavior during Nimda
worm attack in Sept. 2001

» NANOG 23 talk: “Global routing instability ...” [1]

1.6e+06 ————71—T———71———7—
— | 9/18/01 (2pm, 3pm): 1.5M

g TRl T What caused the spike?
g l-e=res i *\\/Orm? saNSs Institute: “the
i le+B@6 — (Nimda) activity jumped dramatically at
& approximately 13:00 GMT (on Sept. 18,
E sooovo - n 2001) and then proceeded to taper off in
«  comaoa L | the following hours ...”

9/18/0L (12 *BGP implementation bugs?
= . *BGP protocol design issues?
- sPeeee *Misconfiguration?
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Hourly BGP Update Count at RIPE NCC rrcO0
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*Other causes?
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Data

BGP update messages collected by RIPE NCC
(rrc00) from 9/10/01 to 9/30/01

12 BGP Peers
» 3 US peers: AT&T, Verio, Global Crossing

» 4 peers in Netherlands: RIPE NCC, SURFnet,
Tiscali, KPNQwest

2 peers in Switzerland: CERN, Nextra
1 in Germany: Global Access

1 in London: Global Crossing

1 in Japan: NSPIXP2
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ldentifying What Caused the Spike

Classify BGP update messages
ldentify the causes of each class

BGP Updates
yuncenfents\VthdraNals
/ New\w Implicit Withdrawals
Table || Flap NADA Plain SPATH DPATH
Exchange (New Announcement New | (Same AS Path)|(Different AS Path)
Different Attributes)
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Classification Example

Time | Type | Prefix | ASPATH | Community Attribute
t0O | session reset
/" |_New Ann -> Table Exchange
t1 | A ]200.16.216.0/24] 3549 701 12956 4926 |3549:2256 3549:30840
s Withdrawal

t2 | W |200.16.216.0/24|
o New Ann -> NADA
| A | 200.16.216.0/24| 3549 6453 8297 12956 4926 |3549:2246 3549:30840

joifal Duplicate

w

t

t4 | A |200.16.216.0/24] 3549 6453 8297 12956 4926 |3549:2246 3549:30840
/| Implicit Withdrawal -> DPATH
t5 | A ] 200.16.216.0/24] 3549 701 12956 4926 |3549:2826 3549:30840
/| Implicit Withdrawal -> SPATH
t6 | A | 200.16.216.0/24] 3549 701 12956 4926 |3549:2725 3549:30840
T me——— USRS
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Dally BGP Update Count
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Number of Prefix Updates

let+d

]

6.6/M

TDtal ——%——

ﬁ\ﬁ\y/ﬁ// i thdraws —8——

1.2M
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Announcements: 87.3% of the total updates on average (91.7% on 9/18/01)
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Announcements Classification

Set+lG T — T N /

Implicit Withdrawals: largest

| L B component (40.9% ~ 81.2%)
Table Exchange except on 9/18/01
2 2.5e+06 | .
4+
M
a
= Pe+@6 |- . Table Exchanges: largest
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BGP Updates on Worm Day

Withdrawals
8.3%

BGP table
exchanges
40.2% (2.7M)

Implicit
withdrawals
37.6% (2.5M)

New Duplicate
announcements Announcements
8.9% 5%

What caused the BGP table exchanges and duplicate announcements?
What caused the implicit withdrawals?
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BGP Table Exchanges

2./M BGP table exchanges on 9/18/01
30 session resets between the monitoring point and peer routers

T T T
1z.1g7.\8.121

e I synchronization

1zd4.222.87.12 &
192.63.1584.3 + g oo e =c]
gle.47.12@8.1 c]

glg.za.131.234 =

gEg.12.28.138 #*

= Each mark
Indicates a
SEession reset.

x L x x L L x x L | x L
a9-18 a@a.-18 B9-18 a9.-18 a9.-18 a@a.-18 B9.-18
1Z2:88 1=2:8E 148/ 15: 86/ 16: 8/ 17288 15:8/

All resets on 9/18/01 occurred between 2:20pm and 4:40pm
9
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What caused the session resets?

=
Multi-hop BGP peering sessions

@ The monitoring process was affected by the worm!
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Hourly BGP Update Count
(Table Exchanges Removed)
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| 9125/01 (6am, 7am): 1.1M

let+tdc - —
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9/18/01 (3pm, 4pm): 540.6K

400000
9/18/01 (2pm, 3pm): 303.1K

N O

Number of Prefix Updates

hi L _ . k.
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@ 1 1 '- 1 .f [ 1 1 1 1 1 1
G180 G123 Fo1le Fo19 G2 G GoeEEldsidl

‘A‘FW
10/28/02 11



\ “ ,

Duplicate Announcements

4% ~ 10% of all the updates, but represent
31% of AT&T’s updates

Most likely an implementation problem

Triggered by changes to non-transitive
attributes

NMN exthop remov
R1 2 3
ASl AS2

Little saving in the implementation
Increases the overall system overhead
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SPATH Implicit Withdrawals

~22% of the implicit withdrawals are SPATH (i.e. the same AS path)

15 Peerszs

8 me4.211.147.146 (GELY) —8—

a8 -

a8

FPercentage

48 |

28

ce -

18 -

78+ .
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— T T~ T T T T T T T T T
lg.12r.8.121 (ATET) ——

A
B9-1a

B9-12 B9-14 B9-16 B9-18 A9-20 B9-22 B9-24 B9-26 B9-28 B9~

1 *~40% of Verio’'s and ~70% of

GBLX’simplicit withdrawals are
SPATH.

«SPATH doesn’t reflect topology
changes at the AS level.

+ *Most likely caused by internal

network instability or policy
changes.
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Hourly BGP Update Count
(Table Exchanges, Duplicates, SPATH removed)
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DPATH Distribution

AT&T on Sept. 18, 2001

caalia3als
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E s5@a - =1s 4}1 WatCh the IaSt bln: this
T zeen [ = group of highly unstable
[ = E&H = - .
T oEeee gz prefixes (~2500) contributed
o —SHBEA - i ! H
c 1580 | e disproportionately (>60%) to
£ 1@@a - 1. 5 thetotd,;
= sen — 1 ;
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1 c = 4 o =) - = 9 1a+

Humber of Type 2
Implimit Hithdraws per Prefix

Was every prefix unstable during the worm attack?
No. Only 14.4% of the prefixes in AT&T'’s routing table
had DPATH changes (similar for several other peers).
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Spikes In DPATHS

Spike in DPATHSs (Surfnet)
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Possible explanation: the operational session between Surfnet and
one of Its peers went down temporarily, causing many routes to
change their path and then immediately return to the original path
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Conclusions

Excessive session resets at the monitoring point
contributed most to the spike.
» a monitoring artifact

A substantial amount of BGP updates don't reflect
AS-level topology changes.

Worm attack may have seriously affected a small
group of networks and the intermittent reachability
to these networks propagated globally.
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Related Work

Labovitz et al studied BGP pathologies [2,3]

Two experimental studies on BGP’s behavior under
congestion

» Malan and Jahanian [4]: TCP failed to deliver keep-alive
messages and BGP session broke

» Shaikh et al [5]: the expected lifetime of BGP sessions
decreases as congestion increases
Maennel and Feldmann analyzed BGP traffic
characteristics to produce realistic BGP traces [6]
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BGP Session Resets from Sept.
01 2001 to Sept 30 2001
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